Learning Doubly Sparse Transforms for Images

Saiprasad Ravishankar, Student Member, IEEE, and Yoram Bresler, Fellow, IEEE

Abstract—The sparsity of images in a transform domain or dictionary has been exploited in many applications in image processing. For example, analytical sparsifying transforms such as Wavelets and DCT have been extensively used in compression standards. Recently, synthesis sparsifying dictionaries that are directly adapted to the data have become popular especially in applications such as image denoising. Following up on our recent work, where we introduced the idea of learning square sparsifying transforms, we propose here novel problem formulations for learning doubly sparse transforms for signals or image patches. These transforms are a product of a fixed, fast analytic transform such as the DCT, and an adaptive matrix constrained to be sparse. Such transforms can be learnt, stored, and implemented efficiently. We show the superior promise of our learnt transforms as compared to analytical sparsifying transforms such as the DCT for image representation. We also show promising performance in image denoising, which compares favorably with approaches involving learnt synthesis dictionaries such as the K-SVD algorithm. The proposed approach is also much faster than K-SVD denoising.
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I. INTRODUCTION

A. Sparse Modeling: Synthesis, Analysis, and Transform

Sparse representation of signals and images has become widely popular in recent years. Two well-known models for sparse representation are the synthesis model and the analysis model [1]. The synthesis model suggests that a signal $y \in \mathbb{R}^n$ may be represented as a linear combination of a small number of columns/atoms from a synthesis dictionary $D \in \mathbb{R}^{n \times K}$. Here, the assumption is $y = Dx$ with $x \in \mathbb{R}^K$ being sparse, i.e., $\|x\|_0 \ll K$. The $l_0$ quasi norm counts the number of non-zero entries in $x$. Real-world signals more generally satisfy $y = Dx + e$, where $e$ is an approximation term in the signal domain [2]. When $K = n$ and $D$ is full rank, we have a basis representation. When $K > n$, the dictionary is said to be overcomplete.

Given the signal $y$ and synthesis dictionary $D$, the problem of finding the sparse representation $x$ is the synthesis sparse coding problem [3]. The problem is to find $x$ that minimizes $\|y - Dx\|_2^2$ subject to $\|x\|_0 \leq s$, where $s$ is the required sparsity level. This synthesis sparse coding problem is known to be NP-hard (Non-deterministic Polynomial-time hard) [4], [5], and is therefore, in general, computationally intractable. In practice, the problem can be solved approximately by greedy [6]–[8], or relaxation algorithms [9]–[11]. Under certain conditions, these algorithms can be guaranteed to provide the correct solution, or provide it with high probability. However, all these various algorithms are computationally expensive in practice, particularly for large-scale problems.

On the other hand, the analysis model [1], [12], [13] suggests that a signal $y \in \mathbb{R}^n$ is sparse in an “analysis” domain, i.e., given an analysis dictionary $\Omega \in \mathbb{R}^{m \times n}$, we assume $\Omega y \in \mathbb{R}^m$ to be sparse ($\|\Omega y\|_0 \ll m$). When the signal is noisy, it is more generally assumed to satisfy a noisy signal analysis model, which states that $y = q + e$ with $\Omega q$ being sparse, and $e$ is the noise in the signal domain.

Given the noisy signal $y$ and analysis dictionary $\Omega$, the problem of finding the noiseless vector $q$ is known as the analysis sparse coding problem [13]. This problem is to find $q$ by minimizing $\|y - q\|_2^2$ subject to $\|\Omega q\|_0 \leq m - l$, where $l$ is referred to as the co-sparsity level (number of zeros) [13]. This problem too is NP-hard just like sparse coding in the synthesis model. Similarly to sparse coding in the synthesis model, approximate algorithms exist for analysis sparse coding [12]–[16], which however, tend to be computationally expensive.

In this paper, we focus on a third alternative - a generalization of the analysis model, which we call the transform model [17]. It suggests that a signal $y$ is approximately sparsifiable using a transform $W \in \mathbb{R}^{m \times n}$. Here, the assumption is that $Wy = x + \eta$, where $x \in \mathbb{R}^m$ is sparse, i.e., $\|x\|_0 \ll m$, and $\eta$ is a small residual error in the transform domain. This is one of the distinguishing features of the transform model from the synthesis and the noisy analysis models, in both of which the error term is in the signal domain. Natural signals and images are well-known to be approximately sparse in analytical transform domains such as Wavelets [18], discrete cosine transform (DCT), Ridgelets [19], Contourlets [20], Curvelets [21], etc.

The transform model is a generalization of the analysis model with $\Omega y$ exactly sparse. The generalization allows the transform model to include a wider class of signals within its ambit than the analysis model. Moreover, while the analysis model enforces the sparse code ($\Omega y$) to lie in the range space of $\Omega$, the sparse representation $x$ in the transform model is not forced to lie in the range space of $W$. This makes the transform model more general than even the noisy signal analysis model (cf. [17]). The reason we have chosen the name “transform model” is because the assumption $Wy \approx x$ has been traditionally used in transform coding (with orthonormal transforms), and the concept of transform coding is older [22] and pre-dates the terms analysis and synthesis [23].

When a suitable sparsifying transform $W$ is known for the signal $y$, the process of obtaining a sparse code $x$ of given sparsity $s$ involves minimizing $\|Wy - x\|_2^2$ subject to...
Here, the columns of the matrix $D$. The algorithms for dictionary learning typically alternate convex relaxation, the $l_1$ norm and add it as a penalty in the cost. They also additionally restrict $\Omega$ to be a tight frame ($\Omega^T \Omega = I_n$, where $(\cdot)^T$ denotes the matrix transpose operation, and $I_n$ is the $n \times n$ identity matrix).

The analysis dictionary learning problem (P0a) is non-convex and NP-hard. Heuristics such as the analysis K-SVD [13], [14] alternate between updating $\Omega$ and $Z$, and employ a backward-greedy method for updating $Z$. However, no convergence guarantees exist for these algorithms. Indeed, because these algorithms are similar to those proposed in the synthesis case, we expect that they can get similarly stuck in bad local minima.

The usefulness of learnt analysis dictionaries in image processing applications (see Section V-E for a discussion of the work of Yaghoobi et al. [46]) has not been sufficiently explored.

3) Transform Learning: Analytical sparsifying transforms such as Wavelets and DCT have been extensively used in image processing including in various compression algorithms and compressions standards such as JPEG2000 [47], and more recently in compressed sensing MRI reconstruction [48], [49]. However, adapting the sparsifying transform to the data could improve its performance significantly in these and other applications. In this adaptive setting, given a matrix $Y \in \mathbb{R}^{m \times N}$ whose columns represent training signals, we recently proposed learning a transform $W$ such that the “sparsification error” denoted by $\|WY - X\|_F^2$ is minimized [17]. Here, $X$ is an unknown matrix containing the sparse codes of the training signals as columns. In contrast to the prior work on synthesis and analysis dictionary learning, the transform model allows $WY$ to be approximated by a sparse matrix $X$, which makes the learning of this model easier. Specifically, with the transform model, sparse coding is cheap and exact. Furthermore, unlike synthesis or analysis dictionary learning, the transform learning formulation [17] does not include a
highly non-convex function involving the product of two unknown matrices.

C. Contributions

1) Doubly Sparse Transform Model: Imposing additional structure on the learnt transform leads to computational advantages over the ‘unstructured’ transforms introduced in our previous work [17]. We propose to learn a square \((n \times n)\) sparsifying transform \(W\) that is a product of two different transforms, i.e., \(W = B\Phi\), where \(\Phi \in \mathbb{R}^{n \times n}\) is an analytical transform with an efficient implementation, and \(B \in \mathbb{R}^{n \times n}\) is a transform that is constrained to be sparse (i.e., has few significant non-zero elements). Such a transform \(W\) is said to be ‘doubly sparse’, since it provides a sparse representation for data and has matrix \(B\) that is sparse.

The proposed doubly sparse transform structure combines the advantages of trained and analytic transforms: adapting to the data, it provides better representations and denoising than analytical transforms, yet owing to the sparsity of \(B\), it can be stored and applied efficiently. As we show, it can also be learnt more efficiently than unstructured transforms [17].

The structure \(W = B\Phi\) is expected to be an effective sparsifying transform because \(\Phi\) matrices such as the DCT when applied to natural images (or image patches) produce a result that is already approximately sparse. Therefore, by further modifying the result using only the limited number of degrees of freedom in a sparse transform \(B\), one may be able to produce a highly sparse result.

Learning a synthesis dictionary composed of a product of an analytical dictionary and a sparse matrix has been proposed with a different motivation by Rubinstein et al. [50]. Their formulation is still non-convex and NP-hard, and their learning algorithm is a variation of K-SVD and thus suffers from similar drawbacks as K-SVD (i.e., lack of any convergence guarantees). Another recent work [51] learns synthesis dictionaries for the different bands in the wavelet domain of images. However, the atoms of those dictionaries are not constrained to be sparse, and it is unclear if the method can outperform previous work [35], [36], [38], [50] in applications.

2) Main Highlights: In this work, we focus on square transforms. We propose novel problem formulations for learning doubly sparse transforms that are well-conditioned. The main results of our work are enumerated as follows.

(i) When the sparsity of \(B\) is measured using a convex differentiable penalty, we guarantee the convergence of the objective in our proposed alternating algorithm.

When the non-convex \(\ell_0\) quasi norm is used to measure sparsity of \(B\), we show the convergence of the objective and iterates in our algorithm empirically. These desirable convergence properties contrast with those of popular synthesis or analysis learning algorithms such as K-SVD, for which no such results, theoretical or empirical, are available.

(ii) The adapted doubly sparse transform \(B\Phi\) provides a better representation of images than the analytical transform \(\Phi\).

(iii) Doubly sparse transforms can be learnt for natural images with highly sparse \(B\) matrices, with only a marginal loss in image representation quality compared to unstructured (or non-sparse) transforms. In fact, imposing the doubly sparse property leads to much faster convergence of learning, and faster computations with the sparse transform.

(iv) The learnt doubly sparse transforms have reduced storage requirement and generalize better than the unstructured transforms.

(v) The proposed doubly sparse transform learning enables the use of “cheap” analytical transforms \(\Phi\) such as the Hadamard transform, with essentially the same image representation quality as with better \(\Phi\), but at a substantially lower computational cost.

(vi) Doubly sparse learning is robust to the size of the training set, and requires far fewer training signals than unstructured transform learning.

(vii) We present a novel adaptive sparsifying-transform-based image denoising formulation and algorithm in this work. The denoising performance of the learnt doubly sparse transforms is comparable to, or better than overcomplete K-SVD. Most importantly, doubly sparse denoising is much faster. The doubly sparse transforms also denoise faster than the unstructured transforms of our previous work [17], with little loss in denoising quality. In fact, at high noise, the doubly sparse transforms mitigate overfitting to noise, and denoise somewhat better than unstructured transforms, which have more degrees of freedom.

The rest of this paper is organized as follows. Our prior work on ‘unstructured’ transform learning and our proposed problem formulations for doubly sparse transform learning are described in Section II. Section III details the proposed algorithms for learning doubly sparse transforms and discusses their relevant properties such as convergence and computational cost. In Section IV, we introduce the image denoising formulation and algorithm incorporating adaptive sparsifying transforms. Section V demonstrates the performance of our algorithms in image representation and image denoising. In Section VI, we conclude with proposals for future work.

II. Transform Learning Formulations

Given the training matrix \(Y \in \mathbb{R}^{n \times N}\), we propose to minimize the sparsification error given by \(\|WY - X\|_F^2\) where \(W \in \mathbb{R}^{m \times n}\) and \(X\) is sparse columns, subject to constraints on \(W\). The notion of sparsification error is justified by the fact that natural signals and image patches are reasonably approximated in a transform domain such as Wavelets using few (say \(s\)) significant non-zero transform coefficients.

A. Unstructured Transform Learning

We recently proposed the following problem formulation for learning a square ‘unstructured’ transform \(W\) \((m = n)\) [17]. (We use the terminology ‘unstructured’ to distinguish this transform from the ‘doubly sparse’ transform of the present paper.)

\[
\text{(P1)} \quad \min_{W,X} \|WY - X\|_F^2 - \lambda \log |\det W| + \mu \|W\|_F^2
\]

\[
s.t. \quad \|X\|_0 \leq s \quad \forall \ i
\]
Here, the $\log |\det W|$ penalty\(^2\) helps enforce full rank on the transform $W$ and eliminates degenerate solutions (such as those with zero, or repeated rows). Many well-known (square) sparsifying transforms such as the DCT, Wavelets, and Hadamard are non-singular. Even the one-dimensional finite difference transform, which typically has more columns than rows, can be appended with a linearly independent row(s), thereby making it non-singular. For the two-dimensional case, the finite difference transform can be written as a Kronecker product of two non-singular one-dimensional finite difference matrices [17].

The $\|W\|_F^2$ penalty in (P1) helps remove a 'scale ambiguity' [17] in the solution (the scale ambiguity occurs when the data admits an exactly sparse representation), and together with the $- \log |\det W|$ penalty additionally helps control the condition number of the learnt transform. Badly conditioned transforms typically convey little information and may degrade performance in applications. As the parameter $\lambda$ is increased in (P1) with fixed ratio $\mu/\lambda$, the optimal/minimizing transform(s) become well-conditioned. In the limit $\lambda \to \infty$, their condition number tends to 1 [17], and their singular values tend to $\sqrt{\lambda}/2\mu$; thus, the ratio $\mu/\lambda$ only controls the scaling of the optimal $W$. We set $\lambda = \mu$ which results, in the limit $\lambda \to \infty$, in the optimizing transform having a spectral norm of $1/\sqrt{2}$. This setting was also observed to work well in practice.

We have shown [17] that the cost function in Problem (P1) is lower bounded. Moreover, the lower bound is achieved for the problem if there exists a pair $(\hat{W}, \hat{X})$ with $\hat{X}$ sparse (which is the constraint) such that $\hat{W} \hat{Y} = \hat{X}$, and the singular values of $W$ are all equal to $\sqrt{\lambda}/2\mu$, which equals $1/\sqrt{2}$ for our choice of $\mu = \lambda$. Thus, the lower bound favours both a good sparsification error and good transform conditioning.

Another interesting property relates the norms of the rows (or, equivalently the columns) of the transform to its condition number. Denoting the $i^{th}$ row of $W$ by $w_i$, we have that

$$\max_{i,j} \frac{\|w_i\|_2^2 - \|w_j\|_2^2}{\|w_j\|_2} \leq \kappa(W) - 1 \tag{1}$$

The bound follows from the fact that the largest and smallest singular values of $W$ obeys $\sigma_1 \geq \max_i \|w_i\|_2$ and $\sigma_n \leq \min_i \|w_i\|_2$, respectively. The bound is tight when $\kappa(W) = 1$ (in which case all rows of $W$ have identical norms), and it indicates that the norms of the rows of $W$ can be controlled by controlling the condition number. This eliminates the need to have separate constraints on row or column norms of $W$ like in the synthesis and analysis cases, where such a constraint is needed to eliminate the scaling ambiguity.

We note that penalty terms similar to $- \log |\det W|$ and $\|W\|_F^2$ can also be used to regularize synthesis and analysis dictionary learning in order to enforce full-rank, well-conditioned, overcome scale ambiguity, etc.

A cost function similar to that in (P1) but lacking the $\|W\|_F^2$ penalty has been derived under certain assumptions in a very different setting of blind source separation [52]. However, the transform learning Problem (P1) performs poorly in image processing applications in the absence of the crucial $\|W\|_F^2$ penalty [17].

As already discussed, our transform learning Problem formulation (P1) offers explicit advantages over the synthesis (P0s), and analysis (P0a) dictionary learning formulations. The sparse coding problem (i.e., Problem (P1) with fixed $W$) admits an easy and exact solution, and (P1) also does not include a highly non-convex function of the product of two unknown matrices.

Problem (P1) has been shown [17] to give rise to transforms that provide better representations than analytical transforms such as the DCT. Importantly, transform learning has a low computational cost, and is typically much faster than dictionary learning [17]. Empirical results have demonstrated convergence of the iterates for our algorithms regardless of initial conditions [17].

Since the transform model suggests $WY = X + E$, where $E$ is the sparsification error term in the transform domain, we have $Y = W^{-1}X + W^{-1}E$ when $W$ is square and non-singular. The error of signal recovery from the transform sparse code $X$ is thus $W^{-1}E$, which depends on both the sparsification error and conditioning of $W$. It can thus be controlled by controlling the sparsification error and condition number, as we do in (P1).

### B. Doubly Sparse Transform Learning

The proposed doubly sparse structure $W = B\Phi$ combines adaptivity with the efficiency of the analytical $\Phi$. For example, the cost of applying the transform $\Phi$ to an $n$-dimensional signal scales as $O(n \log n)$ for the Hadamard, DCT, Discrete Fourier Transform (DFT), etc. We now formulate the learning of such a doubly sparse transform by replacing $W$ with $B\Phi$ in Problem formulation (P1) with $\lambda = \mu$.

\begin{align*}
\text{(P2)} \quad \min_{B,X} & \quad \|B\Phi Y - X\|_F^2 - \lambda \log |\det(B\Phi)| + \lambda \|B\Phi\|_F^2 \nonumber \\
\text{s.t.} & \quad \|B\| \leq r, \quad \|X\|_{\infty} \leq s \quad \forall i \nonumber
\end{align*}

where $\|B\|_F = \sum_{i,j} 1_{(B_{ij} \neq 0)}$, with $B_{ij}$ the entry of $B$ from row $i$ and column $j$, and $1_{(B_{ij} \neq 0)}$ is the indicator function of $B_{ij} \neq 0$. The $l_0$ quasi norm constraint on matrix $B$ enforces sparsity of the entries of $B$. We assume $r$ non-zeros in $B$. As the sparsity level $r \to n^2$, Problem (P2) tends to Problem (P1), but instead involves learning a transform $W$ that is decomposable as $B\Phi$. For invertible $\Phi$, the two problems are exactly equivalent in the limit $r = n^2$.

Now, since the determinant is multiplicative, we obtain that $\log |\det(B\Phi)| = \log |\det B| + \log |\det \Phi| = \log |\det B| + C$ where the constant $C = \log |\det \Phi|$. Moreover, if matrix $\Phi$ is orthonormal (for example, Wavelets, or DCT), we get that $\|B\Phi\|_F^2 = \|B\|_F^2$.

With these simplifications, the problem formulation (P2) becomes

\begin{align*}
\text{(P2)} \quad \min_{B,X} & \quad \|B\Phi Y - X\|_F^2 - \lambda \log |\det B| + \lambda \|B\|_F^2 \\
\text{s.t.} & \quad \|B\| \leq r, \quad \|X\|_{\infty} \leq s \quad \forall i
\end{align*}
where \( \hat{Y} = \Phi Y \). Thus, the doubly sparse problem formulation (P2) is similar to (P1), but with the additional, yet crucial sparsity constraint. Note that for non-orthonormal \( \Phi \), we would still have the \( \|B \Phi \|^2_F \) penalty in the cost.

Now, the set of matrices with unit condition number also includes scaled identity matrices, which are the sparsest possible matrices\(^3\). Therefore, as \( \lambda \to \infty \) in (P2), the condition number of the optimal/minimizing transform(s) tends to 1, just like in the unstructured case [17].

As an alternative to (P2), we consider the following formulation, which replaces the \( l_0 \) constraint on \( B \) with a convex penalty \( h(B) \) in the cost with weighting \( \zeta \). This formulation will be shown to lead to an algorithm with a convergence guarantee.

\[
(P3) \min_{B,X} \|B \hat{Y} - X\|_F^2 - \lambda \log |\det B| + \lambda \|B\|_F^2 + \zeta h(B) \quad \text{s.t.} \quad \|X_i\|_0 \leq s \quad \forall i
\]

For example, \( h(B) \) can be the \( l_1 \) penalty \( \|B\|_1 = \sum_{i,j} |B_{ij}| \). Alternatively, we consider a slightly smoothed \( l_1 \) penalty \( h(B) = \sum_{i,j} \sqrt{B_{ij}^2 + \epsilon} \), where \( \epsilon > 0 \) is chosen sufficiently small. Such a penalty is amenable to optimization schemes that exploit the gradient. The relaxed formulation (P3) was empirically observed to perform similarly to Problem (P2). However, Problem (P2) with the exact sparsity constraint on \( B \), while not enjoying the same convergence guarantee as (P3), enables faster learning (shown in Section III).

Both Problems (P2) and (P3) admit an equivalence class of solutions [17]. Given a minimizer \((\hat{B}, \hat{X})\) with \( \hat{X} \) sparse, we can form trivially equivalent minimizers by simultaneously permuting the rows of \( \hat{B} \) and \( \hat{X} \), or by pre-multiplying them with a diagonal \( \pm 1 \) matrix.

One could constrain \( B \) in (P3) to be positive definite, i.e., \( B > 0 \). If in addition the \( l_0 \) quasi norm for \( X \) were relaxed to an \( l_1 \) norm constraint or \( l_1 \) penalty, the resulting problem would be jointly convex in \( B \) and \( X \). However, upon further investigation, we found that enforcing \( B \) to be positive definite is too restrictive, and provides almost no improvement over the analytical \( \Phi \). In fact, experimental results (see for example, Figure 2 and Section V) show that \( B \) learnt via (P2) has an approximately skew-symmetric off-diagonal, thus implying \( B \neq 0 \). We could rely on the observed properties of the learnt \( B \) for natural images to design reasonable convex learning formulations. However, a discussion of such formulations is beyond the scope of this work and will be presented elsewhere.

C. Alternative Doubly Sparse Formulations

We have also studied the learning of an alternative doubly sparse structure \( W = \Phi B \), which was however, empirically observed to perform worse than the proposed \( B \Phi \) structure in applications. Moreover, the structure \( B \Phi \) has computational advantages over the alternative \( \Phi B \). For the former, the product \( \hat{Y} = \Phi Y \) can be pre-computed once, before an optimization algorithm begins, whereas the product \( \Phi (B Y) \)

\(^3\)Since no non-singular matrix \( B \) exists for \( r < n \), such sparsity levels are inadmissible for (P2). would have to be computed repeatedly in iterative algorithms, when employing the latter \( \Phi B \) structure.

Finally, while many more useful properties can be enforced on sparsifying transforms, these are beyond the scope of the current work.

III. ALGORITHMS AND PROPERTIES

A. Algorithms

Here, we outline algorithms for solving the doubly sparse transform learning problems (P2) and (P3). In earlier work on unstructured square transforms [17], we proposed an alternating algorithm for solving Problem (P1). Our algorithms for solving Problem (P2) or (P3) also alternate between updating \( X \) and \( B \).

1) Sparse Coding Step: In this step, we solve Problem (P2) (or (P3)) with fixed \( B \).

\[
\min_B \|B \hat{Y} - X\|_F^2 \quad \text{s.t.} \quad \|X_i\|_0 \leq s \quad \forall i
\]

The solution \( X \) can be computed exactly by zeroing out all but the \( s \) coefficients of largest magnitude in each column of \( B \hat{Y} \). We refer to this operation as projection onto the \( l_0 \) ball.

2) Transform Update Step: In this step, we solve Problem (P2), or (P3) with fixed \( X \). For Problem (P3), the transform update step involves the following problem, with \( h(B) = \sum_{i,j} \sqrt{B_{ij}^2 + \epsilon} \).

\[
\min_B \|B \hat{Y} - X\|_F^2 - \lambda \log |\det B| + \lambda \|B\|_F^2 + \zeta h(B) \quad (3)
\]

This unconstrained minimization problem is non-convex but smooth. One could solve it using iterative procedures such as gradient descent, or the conjugate gradient (CG) algorithm [53] (which typically converges faster). The CG method can be employed with backtracking line search [53] (Armijo step size rule), which guarantees decreasing cost (and thus prevents the algorithm from entering the barrier region). Fixed (sufficiently small) step size rules were also empirically observed to work well and faster. The CG method converges quickly, and can be executed for a fixed number of iterations in practice, to save run time.

In the case of Problem (P2), the transform update step solves the following optimization problem.

\[
\min_B \|B Y - X\|_F^2 - \lambda \log |\det B| + \lambda \|B\|_F^2 \quad (4)
\]

s.t. \( \|B\|_0 \leq r \)

This constrained problem does not have an analytical solution. Moreover, the constraint set is non-convex. One could perform the transform update using the iterative projected gradient algorithm, or projected CG [53]. However, we found that the alternative heuristic strategy of employing a few iterations of the standard CG algorithm followed by post-thresholding led to better empirical performance in terms of the metrics defined in Section V-A. Hence, we choose this alternative strategy. Matrix \( B \) is essentially thresholded after some iterations of CG, and we retain only the \( r \) elements of largest magnitude.
The gradient expressions for the various terms in the objective function of (P2) or (P3) (used for CG) are listed below for completeness.

\[
\nabla_B \log |\det B| = B^{-T} \quad (5)
\]

\[
\nabla_B \|B\|_F^2 = 2B \quad (6)
\]

\[
\nabla_B \|BY - X\|_F^2 = 2BYY^T - 2XY^T \quad (7)
\]

\[
\nabla_{B_{ij}} \left( \sqrt{B_{ij}^2 + \epsilon} \right) = \frac{B_{ij}}{\sqrt{B_{ij}^2 + \epsilon}} \quad (8)
\]

When the transform update step of (P2) is solved using the proposed heuristic strategy, then the determinant of \(B\) needs to be monitored after the post-thresholding, to ensure that the algorithm does not enter the log barrier. If the thresholding to be monitored after the post-thresholding, to ensure that the determinant of \(B\) needs

\[
\|BY - X\|_F^2 = 2BYY^T - 2XY^T
\]

\[
\nabla_{B_{ij}} \left( \sqrt{B_{ij}^2 + \epsilon} \right) = \frac{B_{ij}}{\sqrt{B_{ij}^2 + \epsilon}}
\]

C. Computational Cost

We now demonstrate the low computational cost of the proposed algorithms. We estimate the cost of each step of our algorithms. The sparse coding step in Problem (P2) requires \(rN\) multiply-add operations to compute \(BY\), when \(B\) has \(r\) non-zeros. Since \(r = \beta n^2\), where typically the non-zero fraction \(\beta \ll 1\), the preceding cost becomes \(\beta n^2 N\). The projection of \(BY\) onto the \(l_0\) ball (2), if done by full sorting [54] would involve \(O(nN \log n)\) computations. Thus, the sparse coding step of Problem (P2) has a cost of \(Nn(\beta n + C_2 \log n)\), where \(C_2\) is a constant. For \(\beta < 1\), this is lower (better) than the cost of the sparse coding step for the 'unstructured' Problem (P1) [17]. Thus, the doubly sparse problem formulation can provide speed-ups over the unstructured (P1) in learning. In any case, the cost of sparse coding is dominated by \(\beta n^2 N\).

When the doubly sparse learning involves the convex sparsity penalty for \(B\) (Problem (P3)), the matrix \(B\) in each iteration may not be exactly sparse (may only be compressible). Hence, the computational speed-ups in the sparse coding step for this case are typically lower than with the \(l_0\) quasi norm.

Other than the extra post-thresholding in (P2), the algorithms for both (P1) and (P2) use conjugate gradients in the transform update step. Hence, since the objective functions of (P2) and (P1) are the same, so are the costs of the respective conjugate gradient steps, which are roughly \(\alpha N n^2 + (1 + C_3) J n^3\) [17]. Here, \(\alpha = s/n, J\) is the number of conjugate gradient steps, and \(C_3\) is a constant. The \(\alpha N n^2\) cost arises from the computation of \(XYY^T\) (7) (computed once at the beginning of the transform update step), while the \(n^3\) costs arise from computing \(B^{-T}\) (5) and \(BYY^T\) (\(YY^T\) assumed pre-computed once at a total cost of \(N n^3\) for the entire algorithm).

The post-thresholding of \(B\) in the transform update step of (P2) if done by sorting would require \(O(n^2 \log n)\) operations. Since \(\log n \ll N\) typically, and assuming that \((1 + C_3)J n < \alpha N\), the cost per transform update step of (P2) is dominated by \(\alpha N n^2\). The cost per transform update step of (P3) scales similarly. (Monitoring the determinant of \(B\) after the post-thresholding step of (P2) would take \(O(n^3)\) operations, but this is typically unnecessary for reasonable initializations for \(B\).)

The total cost per iteration (of sparse coding and transform update) of the proposed doubly sparse transform learning algorithms is thus roughly \((\alpha + \beta)N n^2\). (To account for the non-exact sparsity of \(B\) in (P3), the non-zero fraction \(\beta\) needs to be increased in this expression in the case of (P3).) In contrast, for the unstructured transform learning case [17], the cost per iteration is roughly \((\alpha + 1)N n^2\). A direct comparison of the costs indicates the computational efficacies of the proposed doubly sparse transform learning. The smaller the \(\beta\), the greater the speedup that can be expected for doubly sparse learning. Nonetheless, the cost per algorithm iteration scales in order as \(O(n^3 N)\) for all the transform learning algorithms.

Compared to the computational cost of synthesis or analysis learning, the costs of the proposed doubly sparse transform learning algorithms are significantly lower. We have shown [17] that the computational cost per-iteration of our algorithm for (P1) is much lower than the per-iteration cost of synthesis dictionary learning algorithms such as K-SVD (which scales as \(O(n^3 N)\) for square dictionaries). A similar advantage exists over the per-iteration cost of analysis K-SVD [13]. The actual per-iteration run times for (P1) were also shown [17] to be orders of magnitude smaller than for synthesis K-SVD. Since, as argued above, the algorithm for Problem (P2) is cheaper than for (P1), we can expect even shorter per-iteration run times for doubly sparse learning compared to K-SVD.
IV. APPLICATION TO IMAGE DENOISING

A. Problem Formulation

Image denoising is a widely studied image processing problem of estimating an image $x \in \mathbb{R}^P$ (2D image represented as a vector) from its measurement $y = x + h$ corrupted by noise $h$. We focus in this work on adaptive sparsifying-transform-based image denoising. Our goal here is an initial exploration of the potential of the proposed framework and algorithms for learning a sparsifying transform in this classical and prototypical application.

Similar to previous dictionary-based denoising approaches [16], [35], [38], [46], we work with overlapping image patches, and learn a transform adapted to them. We propose a simple problem formulation (similar to the one proposed for signal denoising [17]) for denoising image patches using sparsifying transforms, as follows.

$$\min_{W_i, \{\alpha_i\}} \sum_{i=1}^M \|W_i x_i - \alpha_i\|^2_2 + \lambda Q(W) + \tau \sum_{i=1}^M \|R_i y - x_i\|^2_2$$

subject to $\|\alpha_i\|_0 \leq s_i \ \forall i$  \hspace{1cm} (P4)

Here, $Q(W)$ represents the portion of the cost depending on only $W$. For the doubly sparse case, $Q(W) = Q(B)$, since $W = B \Psi$. For example, the $Q(W)$ corresponding to (P2) includes the log-determinant and frobenius norm penalties, along with the indicator function of the set of $r$-sparse matrices. Vector $R_i y$ in (P4) denotes the $i^{th}$ patch of image $y$ ($M$ overlapping patches are assumed), with $R_i \in \mathbb{R}^{n \times P}$ being the operator that extracts it as a vector from the image. We assume that the noisy patch $R_i y$ can be approximated by a noiseless version $x_i$ that is approximately sparse by an adaptive transform (the noisy signal transform model [17], see also [55]). Vector $\alpha_i \in \mathbb{R}^n$ denotes the transform sparse code of $x_i$ with an apriori unknown number $s_i$ of non-zeros.

The denoising model here is different from the model assumed in Problem (P2), since the latter is aimed at sparse image representation (without requiring explicit denoising).

The parameter $\tau$ in (P4) is typically inversely proportional to the noise level $\sigma$ [35]. When $\sigma = 0$, the optimal $x_i = R_i y$, and (P4) reduces to a transform learning problem. Once the denoised patches $x_i$ are found, the denoised image $x$ is obtained by averaging the $x_i$'s at their respective locations in the image (cf. [41] for a similar technique).

B. Algorithm

Problem formulation (P4) denoises the patches using an adaptive $W$, and is non-convex. The algorithm that we propose to solve Problem (P4) iterates over a transform learning step and a variable sparsity update step. Once the iterations complete, there is a denoised image update step.

1) Transform Learning: In this step, we fix $x_i = R_i y$ and $s_i = s$ (fixed $s$ initially) for all $i$ in (P4), and solve for $W$ and $\alpha_i$ ($i = 1, 2, ..., M$) using our proposed transform learning algorithms.

2) Variable Sparsity Update: In this step, we update the sparsity levels $s_i$ for all $i$.

For fixed $W$ and $\alpha_i$ ($i = 1, 2, ..., M$), (P4) reduces to a least squares problem in the $x_i$'s. Each $x_i$ can then be independently updated as follows, where $\dagger$ denotes the pseudo-inverse.

$$x_i = G \left[ \sqrt{\tau R_i y} \alpha_i \right], \text{ where } G = \left[ \sqrt{\tau I} W \right]$$  \hspace{1cm} (9)

However, we do not fix $\alpha_i$ in (9), and instead only let it be a thresholded version of $WR_i y$, and determine the sparsity level $s_i$. Let $H_{s_i}(b)$ denote the operator that zeroes out all but the $s_i$ elements of largest magnitude of $b \in \mathbb{R}^n$. Then, our assumption is that $\alpha_i = H_{s_i}(WR_i y)$ for some $s_i$ that is unknown apriori.

We choose the sparsity $s_i$ for the $i^{th}$ patch such that the error term $\|R_i y - x_i\|^2_2$ computed after updating $x_i$ by (9) (with $\alpha_i$ held at $H_{s_i}(WR_i y)$) is below $nC^2 \sigma^2$ [35] (the error term decreases to zero, as $s_i \rightarrow \infty$), where $C$ is a fixed parameter. This requires repeating the least squares update (9) of $x_i$ for each $i$ at various sparsity levels incrementally, to determine the level at which the error term falls below the required threshold.

We propose an efficient way to do this: add one non-zero element at a time from $WR_i y$ (elements chosen in descending magnitude ordering) to $\alpha_i$ in (9), until the error measure $\|R_i y - x_i\|^2_2$ with the newly updated $x_i$ falls below the required threshold. The matrix $G$ in (9) can be pre-computed, and the addition of a new non-zero element to $\alpha_i$ leads to $x_i$ being updated by adding a column of $G$ scaled by the new non-zero element.

Once the variable sparsity levels $s_i$ are chosen for all $i$, we use the new $s_i$'s back in the transform learning step, and iterate over the learning and variable sparsity update steps, which leads to a better denoising performance compared to one iteration. In the final iteration, the $x_i$’s that are computed (satisfying the $\|R_i y - x_i\|^2_2 \leq nC^2 \sigma^2$ condition) represent the denoised patches.

3) Denoised Image Update: Once the denoised patches $x_i$ are found using the proposed scheme, they are restricted to their range (e.g., 0-255), and averaged at their respective image locations to produce the denoised image $x$. The image denoising algorithm is summarized in Figure 1.
We work with mean subtracted patches during optimization, and the means are added back to the final denoised patches. We also typically learn on a subset of all patches selected uniformly at random [38]. In this case, the update of $s_i$'s is only performed on a subset of patches, except in the final denoising iteration when all the $s_i$'s are updated.

In Problem (P4), we denoise the image patches without directly enforcing the constraint $R_i x = x_i$. In the end, we obtain the least-square solution for $x$ in the set of equations $R_i x = x_i$. This results in the averaging of patches that produces $x$. This technique, although sub-optimal, results in a highly efficient algorithm. As will be shown in Section V, the proposed algorithm indeed provides promising denoising performance at a low computational cost.

V. NUMERICAL EXPERIMENTS

A. Framework

We present results demonstrating the promise of our doubly sparse transform learning framework for image representation and image denoising. We first illustrate the convergence of the cost function and iterates for our alternating algorithms. Next, we demonstrate the effect of different choices of the analytical transform $\Phi$. We then show that highly sparse transforms $B$ can be learnt for natural images with only a marginal loss in image representation quality as compared to unstructured transforms, and in fact, with dramatic gains in speed of learning. The doubly sparse transforms will be shown to be substantially better than analytical ones such as the DCT for image representation. The representation performance of adaptive transforms will be shown to improve with increasing patch size. Moreover, the doubly sparse transforms will be shown to require fewer training signals for learning than unstructured transforms. We also discuss the generalizability of learnt doubly sparse transforms and their promise for image compression.

Finally, we demonstrate the promise of learnt doubly sparse transforms in image denoising, where they perform comparably, or better than learnt overcomplete synthesis dictionaries, while being much faster.

We work with the $l_0$ quasi norm for sparsity of $X$ and $B$ in the experiments (i.e., Problem (P2)), but this can be easily substituted by alternative sparsity penalties. We use a fixed step size in the transform update step of our algorithms. In our experiments, we initialize learning with the identity matrix for $B$, which we found to work best $^5$. All implementations were coded in Matlab v7.8 (R2009a).

The data is generated as patches of natural images. We employ our doubly sparse transform learning Problem formulations for learning adaptive sparse representations of these patches. The means (or DC values) of the patches are removed and we only sparsify the mean-subtracted patches which are stacked as columns of $Y$ (patches represented as vectors). The means are added back for image display. Mean removal is typically adopted in image processing applications such as K-SVD-based image denoising.

**Performance Metrics:** We introduce several metrics to evaluate the quality of learnt transforms. We define the normalized sparsification error (NSE) as $\|B Y - X\|_F^2 / \|BY\|_F^2$. This measures the fraction of energy lost in sparse fitting. In other words, it indicates the degree of energy compaction achieved in the transform domain, or how well the doubly sparse transform model holds for the signals. This is an interesting property to observe for the adaptive transforms. We also define the normalized recovery error as $\|Y - W^{-1} X\|_F^2 / \|Y\|_F^2$. This measures the normalized error in recovering the data $Y$ as $W^{-1} X$ from their sparse codes $X$ obtained by projecting $WY = B\Phi Y$ onto the $l_0$ ball (2). This metric serves as a good surrogate for the performance of the learnt transform in a compression application. A closely related metric is the recovery peak signal to noise ratio (or recovery PSNR (RP)) defined as $255 \sqrt{P/\|Y - W^{-1} X\|_F^2}$ in dB, where $P$ is the number of image pixels. The condition number (CN) of $W = B\Phi$ and the sparsity of $B$ are the other measures of usefulness and efficiency of the doubly sparse transform. An important parameter in our results is the transform sparsity fraction $\beta = \frac{s}{n^2}$, which we express in this section as a percentage.

B. Convergence and Learning

For the first experiment, we extract the non-overlapping patches of size $\sqrt{n} \times \sqrt{n} = 8 \times 8$ ($n=64$) from the $512 \times 512$ Barbara image [27]. The data matrix $Y$ in this case has 4096 training signals (patches represented as vectors), and we work with $s=11$. We fix the transform $\Phi$ in the experiment to be the 2D DCT (i.e., $\Phi = \Phi_0 \otimes \Phi_0$, where $\Phi_0$ is the $\sqrt{n} \times \sqrt{n}$, or the $8 \times 8$ 1D DCT matrix, and “$\otimes$” denotes the Kronecker product). Problem (P2) is solved to learn a sparse transform $B$ that is adapted to the image patches. The algorithm parameters are $\lambda = 4 \times 10^5$, and $r = 0.25 \times n^2$ ($\beta = 25\%$). The conjugate gradient algorithm for transform update was run for 30 iterations with a fixed step size of $2 \times 10^{-9}$.

Figure 2 shows the progress of the algorithm over iterations. The objective function, sparsification error, and condition number are plotted over the iterations in Figures 2(a), 2(b), and 2(c) respectively. They all converge quickly. The condition number of $B$, which is also the condition number of $W = B\Phi$ for orthonormal $\Phi$, converges to a low value of 1.41, indicating well-conditioning of the learnt transform. The horizontal line in the sparsification error plot corresponds to the sparsification error of the patch-based 2D DCT (i.e., $W = \Phi = DCT$) at $s=11$. Our algorithm improves/decreases the sparsification error by 5.8 dB compared to the analytical DCT.

The normalized sparsification error and normalized recovery error for the learnt transform $W = B\Phi$ (with $X$ obtained by projecting $WY$ onto the $l_0$ ball (2)) are 0.0450 (or 4.5%) and 0.0474, respectively. The two errors are similar for well-conditioned transforms. On the other hand, the normalized errors (both sparsification and recovery) corresponding to the 2D DCT for the zero mean $Y$ are worse, at 0.0676. The results...
The learnt doubly sparse transform exhibits geometric and frequency like structures, that sparsify Barbara.

Finally, we plot in Figure 2(d), the evolution of $\|B_i - B_{i-1}\|_F / \|B_{i-1}\|_F$, where $i$ denotes the algorithm iteration number. This quantity measures the relative change between successive iterates/transforms. It quickly decreases to a low value indicating convergence of the iterates.

**Stopping Condition and Initialization.** The relative iterate change can be used as a stopping condition for the algorithm for (P2). Hence, in the following experiments, the algorithm terminates when the relative change of successive iterates ($B_i$) is less than a small threshold empirically chosen as 0.1%. We have observed that a smaller threshold increases the iteration count while providing only marginal improvement in the results.

Additionally, in the following experiments, the initial (40) iterations of the algorithm are executed with no post-thresholding of the transform in the transform update step. This usually results in better initialization, and thus convergence to better solutions.

**C. Performance For Different $\Phi$ Matrices**

We now test the performance of our algorithm for (P2) on the data of Figure 2 for different choices of the matrix $\Phi$. All algorithm parameters are the same as for the experiment of Figure 2.

Table I shows the normalized sparsification errors (NSE-I), recovery PSNRs (RP-I) for Barbara, and condition numbers (CN-I) for the learnt transforms (also referred to as *image-specific transforms* since they are adapted to a specific image) with 2D DCT, 2D Hadamard, 2D Haar Wavelets6, and identity matrix as $\Phi$ matrices. The table also lists the performance metrics (abbreviated as NSE-F and RP-F) for the various $\Phi$ matrices themselves at the same sparsity level $s$ as in the experiment of Figure 2.

Table: Condition Numbers (CN-I), Normalized Sparsification Errors (NSE-I), and Recovery PSNRs (RP-I) for the (Barbara) Image-Specific Transforms for Various $\Phi$ Matrices at $\beta = 25\%$, Along with the Normalized Sparsification Errors (NSE-F) and Recovery PSNRs (RP-F) for the Fixed Transforms $\Phi$.

---

The sparse approximation image recovered as $W^{-1}X$ using the learnt $W$, has a recovery PSNR of 34.39 dB. In contrast, the image recovered using the fixed, patch-based 2D DCT (i.e., $W = \Phi = DCT$) has a worse PSNR of 32.85 dB.

The learnt sparse matrix $B$ has the structure of a positive diagonal matrix (Figure 2(e) shows the diagonal elements of $B$) with added off-diagonal perturbation. The off-diagonal perturbation represents the modification to the analytical $\Phi$, and is approximately skew-symmetric (Figures 2(g) and 2(h) show most of the off-diagonal energy in the skew-symmetric part of the learnt $B$).

Figure 2(f) shows the learnt transform $W = B\Phi$, with each row shown as an $8 \times 8$ patch called the ‘transform atom’.
Figure 3 plots the performance metrics of the learnt transform as a function of the transform sparsity fraction $\beta$, at different data sparsity levels $s = 10, 15, 20$. The condition number (Figure 3(c)) shows little change as a function of $\beta$. However, the normalized sparsification error (Figure 3(a)) increases monotonically and the recovery PSNR (Figure 3(b)) decreases as the transform sparsity fraction $\beta$ is reduced. This behavior is expected because as its sparsity level decreases, the transform has fewer degrees of freedom to adapt (i.e., the learning is more constrained at lower transform sparsity levels). Likewise, all the metrics also degrade when the data sparsity level $s$ is reduced. However, the values of all the metrics (for fixed $s$) are reasonable even at low transform sparsity levels such as $\beta$ of 10-15%, in the sense that the values at 10% are not too different from the corresponding values at 100%. This indicates that $B$ can be constrained to be sparse with only a marginal loss in the performance metrics. A good choice of $\beta$ would also depend on the transform $\Phi$, since some $\Phi$ matrices sparsify the data much better than others.

For comparison, Table II lists the performance metrics obtained with the 2D DCT for the same data. For a particular sparsity level $s$, the learnt doubly sparse transforms have better normalized sparsification errors and recovery PSNRs (as seen in Figure 3) than the 2D DCT even at very low transform sparsities such as 2%. This indicates the promise of efficient adaptive transforms over analytical ones.

Next, we turn to computational cost. We plot the number of algorithm iterations (Figure 3(d)) required to reach the stopping condition, as a function of $\beta$ for $s = 15$. (The behavior is similar for other $s$ values.) Depending on the value of $\beta$, the number of required algorithm iterations is reduced 2-4 fold compared to the unstructured transform case, i.e., 100% transform sparsity. (This reduction is not an exact monotone function of $\beta$, which is possibly an artifact due to the specific choice of the stopping criterion.) In general, the reduction is even greater with careful choice of parameters. In order to better illustrate the accelerated convergence of doubly sparse transform learning, we also plot the relative iterate change itself over the iterations (Figure 3(e)) at $\beta = 100\%$, and another low $\beta = 2\%$. The convergence rate of the iterates is seen to be much better for the latter doubly sparse case. The learnt sparse $B$ at $\beta = 2\%$ is also shown (Figure 3(f) shows the magnitudes of elements of $B$). Thus, doubly sparse transforms, which have fewer free parameters, can in general be learnt much faster than the unstructured transforms.

At smaller values of $\beta$, the per-iteration computational cost is also lower, since the operations involving sparse matrices are faster. Currently, the run time per iteration is up to 2 times lower at smaller values of $\beta$ compared to $\beta = 100\%$. We expect the speedups to be much greater with more efficient implementation of sparse matrix operations, conversion of the code to C/C++, and code optimization.
When $r = n$ ($\beta = 1/n$), we can only learn doubly sparse transforms $W$ whose rows are scaled versions of the rows of the corresponding $\Phi$ (rows of $\Phi$ that sparsify the data better are likely to get larger scalings than those that sparsify worse), due to the log determinant penalty in (P2), which needs to be finite. Moreover, when the condition number of $B$ is 1, such learnt transforms are merely scalar multiples of $\Phi$. Therefore, as $r$ approaches $n$ with the condition number of $B$ kept close to 1, the normalized sparsification errors and recovery PSNRs of the learnt doubly sparse transforms would approach the corresponding values for the analytical transform $\Phi$. The results of Table II and Figure 3 corroborate this.

2) Performance as Function of $\lambda$: The behaviour of the algorithm for the ‘unstructured’ Problem (P1) was studied as a function of the parameter $\lambda$ (with $\lambda = \mu$) in our previous work [17]. It was shown that the normalized sparsification error increases with $\lambda$, while the condition number decreases. The doubly sparse transform learning algorithm for (P2) too has a similar behavior with respect to $\lambda$. Hence, a separate study of this parameter is omitted in this work. For natural images, the recovery PSNR using the learnt transform is typically better at $\lambda$ values corresponding to intermediate conditioning or ‘well-conditioning’, rather than unit conditioning, since unit conditioning is too restrictive [17].

3) Performance as Function of Patch Size: Next, we test the performance of the algorithm for (P2), as a function of patch size $n$ for the Barbara image. Non-overlapping patches are extracted at each patch size. We work with a transform sparsity level of $r = 0.15 \times n^2$, and data sparsity level of $s = 0.17 \times n$ (values rounded to nearest integers). All other parameters are fixed as in the experiment of Figure 2.

Figure 4 plots the performance metrics for both the learnt doubly sparse transform and the 2D DCT, as a function of patch size. Both normalized sparsification error (Figure 4(a)) and recovery PSNR (Figure 4(b)) improve much more rapidly with increasing patch size for the learnt doubly sparse transform than for the 2D DCT. In fact, the normalized sparsification error and recovery PSNR saturate for the DCT at larger patch sizes. These results indicate that doubly sparse image-specific transforms provide even better representations at larger patch sizes 7. Furthermore, the condition number of the learnt transforms (Figure 4(c)) is close to 1 at all patch sizes (although the conditioning is slightly worse at low patch sizes such as $n = 16$ for the chosen parameter values). The sparsification and recovery quality improvements of the learnt transform over the 2D DCT can be further increased at each patch size with optimal choice of parameters (e.g., $\lambda$).

4) Performance as Function of Training size $N$: We now investigate the behavior of the algorithm for (P2), as a function of the size of the training set ($N$), at various transform sparsity fractions $\beta$. The data sparsity level is set as $s = 15$, and all other algorithm parameters except $\lambda$ are fixed as in the experiment of Figure 3. The parameter $\lambda$ is tuned at each $N$ to enable condition numbers (for the learnt transforms) similar to the experiment of Figure 3 (or, in other words, the $N = 4096$ case), at $s = 15$. We also select a random subset of the non-overlapping patches of the Barbara image at each $N$ and $\beta$, for training.

Figure 5 plots the normalized sparsification error and recovery PSNR metrics (computed over all non-overlapping patches) for the learnt transform as a function of training size $N$ at various values of $\beta$. At smaller values of $\beta$, much smaller training sizes suffice to provide performance metrics similar to the $N = 4096$ case (i.e., full set of training patches). We conjecture that this is because doubly sparse transforms have far fewer free parameters, and hence, the learning requires less training signals (than unstructured transforms) to learn the optimal transform for particular data. Thus, doubly sparse transform learning can provide additional speedups in applications by utilizing smaller training sizes compared to unstructured transforms. Moreover, when $N$ is sufficiently small, the plots of Figure 5 indicate that the sparsification and recovery performance of unstructured transform learning degrade much quicker than that of doubly sparse transform learning. Therefore, we conclude that the proposed doubly

---

7We believe this effect is due to the fact that at larger patch sizes, the adapted transforms can capture high-level (or more noticeable) features of the data. On the other hand, at small patch sizes, the learning can only extract ‘coarse’ or low-level features. The behavior with patch size is also partly owing to the reduction in the total number of training patches with increasing $n$, which leads to greater adaptivity to smaller training sets.
sparse transform learning via (P2) is robust to the size of the training set.

5) Generalizability of Doubly Sparse Transforms: While we considered adapting a transform to a specific image, a doubly sparse (‘global’) transform learnt over a class of images (e.g., magnetic resonance images), and tested on unrelated test images, also provides better representations than fixed transforms such as the DCT. Such global doubly sparse transforms in fact, generalize better than global unstructured (or non-sparse) transforms (cf. [56] for details). These properties make the efficient doubly sparse transform particularly attractive for compression.

E. Preliminary Results for Image Denoising

We present preliminary results for our image denoising framework (Problem (P4)). We consider 6 different test images (Figure 6) and simulate i.i.d. gaussian noise at 5 different noise levels ($\sigma = 5, 10, 15, 20, 100$) for each of the images. All images except Cameraman ($256 \times 256$) and Man ($768 \times 768$) have $512 \times 512$ pixels. We use the proposed adaptive sparsifying-transform-based denoising algorithm (Section IV) to obtain denoised versions of the noisy images. We compare results and run times obtained by our adaptive transform-based algorithm with those obtained by adaptive overcomplete K-SVD denoising [35]. The goal is to study the potential of the proposed transform-based models (both unstructured and doubly sparse) in comparison to the dictionary-based models. The Matlab implementation of K-SVD denoising [35] available from Michael Elad’s website [57] was used in our comparisons, and we used the built-in parameter settings of that implementation. Computations were performed with an Intel Core i5 CPU at 1.7GHz and 6GB memory, employing a 64-bit Windows 8 operating system.

We consider adaptive transform denoising with three different doubly sparse transforms of size $64 \times 64$, $81 \times 81$, and $121 \times 121$, each with a transform sparsity fraction $\beta = 20\%$. The corresponding patch sizes are $8 \times 8$, $9 \times 9$, and $11 \times 11$, respectively. The higher patch sizes will be used to demonstrate the scalability of doubly sparse denoising. We also learn a $64 \times 64$ unstructured transform for denoising. Since doubly sparse transforms are highly efficient, we will compare the larger doubly sparse transforms (e.g., $121 \times 121$) with the $64 \times 64$ unstructured transform, and study the trade-off between denoising and run time.

We choose $\Phi$ to be the 2D DCT in our experiments. We set $\lambda = 32 \times 10^6$ for doubly sparse transform learning (via (P2)), and the initial (during the first iteration of the denoising algorithm) fixed data sparsity level is $s = 0.15 \times n$ (rounded to nearest integer). In the transform update step within learning, the conjugate gradient method is run for 30 iterations. We also set a maximum iteration count in transform learning, which works together with the previously discussed stopping condition in Section V-B. The maximum number of allowed iterations is lower at high noise levels, to prevent overfitting to noise. The number of initial learning iterations with no post-thresholding of the transform in the transform update step, is also set appropriately. The size of the training set used for doubly sparse learning is 22400. The training patches are chosen uniformly at random from all overlapping patches in each denoising iteration. As the patch size $n$ increases, the fraction of all patches used in training increases. We observed that different random choices of training subsets provide denoising PSNRs that typically differ only by few hundredths of a dB.

For the unstructured transform learning case, the training set size is increased 1.43 fold compared to the doubly sparse cases. Likewise, the maximum iteration count in learning is increased 2.5 fold for the unstructured case, since convergence of unstructured transform learning is slower. The parameter $\lambda = 45 \times 10^6 (\mu = \lambda)$ for unstructured learning.

The denoising algorithm parameter $\tau = 0.01/\sigma$. The parameter $C = 1.08$ at $n = 64$, whereas it is set as 1.07 and 1.04 at $n = 81$ and $n = 121$, respectively. The denoising algorithm is executed for 4 iterations at lower noise levels ($\sigma = 5, 10$), 8 iterations at intermediate noise levels ($\sigma = 15, 20$). At very high noise ($\sigma = 100$), we use only 1 iteration, which saves run time without degrading denoising performance.

Table III lists the denoising PSNRs obtained by the doubly sparse and unstructured schemes, together with the PSNRs obtained by K-SVD. For all images and noise levels considered, the best PSNRs are provided by our transform-learning-based (either doubly sparse or unstructured) schemes. The best improvement over K-SVD averaged over all rows of Table III is 0.134 dB. Moreover, among the transform-based schemes, the best PSNRs are provided in most cases by the $121 \times 121$ doubly sparse transform. The $64 \times 64$ doubly sparse transform also provides better PSNRs than K-SVD for Cameraman, Couple, and Man. For Barbara, Hill, and Lena, it provides PSNRs comparable to K-SVD in many cases. All the transforms considered have far fewer actual free parameters than the K-SVD dictionary. The $64 \times 64$ and $121 \times 121$ doubly sparse transforms have 20 fold and 5.6 fold fewer free parameters than the $64 \times 256$ K-SVD dictionary, respectively. Thus, the transform-based scheme (P4) provides comparable, or better PSNRs than K-SVD despite the highly constrained transforms.

---

This training set size is still smaller than that used by K-SVD [35], [57], since the overcomplete K-SVD has more unknown parameters.

We believe the larger transform denoises better, since it captures larger scale image features.
the images at each noise level. For each image and noise level, the ratio of the average speedups over K-SVD for the various transform-based denoising schemes. For each image and noise level, the ratio of the average speedups over K-SVD for the various transform-based denoising schemes. For each image and noise level, the ratio of the average speedups over K-SVD for the various transform-based denoising schemes. For each image and noise level, the ratio of the average speedups over K-SVD for the various transform-based denoising schemes. For each image and noise level, the ratio of the average speedups over K-SVD for the various transform-based denoising schemes. For each image and noise level, the ratio of the average speedups over K-SVD for the various transform-based denoising schemes.

<table>
<thead>
<tr>
<th>Image</th>
<th>$\sigma$</th>
<th>K-SVD Unstructured</th>
<th>Doubly Sparse $(n = 64)$</th>
<th>Doubly Sparse $(n = 81)$</th>
<th>Doubly Sparse $(n = 121)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>38.08</td>
<td>38.14</td>
<td>38.20</td>
<td>38.25</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
<td>34.41</td>
<td>34.34</td>
<td>34.43</td>
<td>34.53</td>
</tr>
<tr>
<td>1</td>
<td>15</td>
<td>32.33</td>
<td>32.09</td>
<td>32.06</td>
<td>32.20</td>
</tr>
<tr>
<td>1</td>
<td>20</td>
<td>30.83</td>
<td>30.53</td>
<td>30.53</td>
<td>30.71</td>
</tr>
<tr>
<td>1</td>
<td>100</td>
<td>21.87</td>
<td>21.91</td>
<td>21.91</td>
<td>22.06</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
<td>37.81</td>
<td>38.04</td>
<td>37.91</td>
<td>37.86</td>
</tr>
<tr>
<td>1</td>
<td>20</td>
<td>33.72</td>
<td>33.91</td>
<td>33.81</td>
<td>33.80</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>31.50</td>
<td>31.68</td>
<td>31.58</td>
<td>31.61</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>29.82</td>
<td>29.90</td>
<td>29.83</td>
<td>29.96</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>21.76</td>
<td>21.79</td>
<td>21.82</td>
<td>21.93</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>37.28</td>
<td>37.33</td>
<td>37.30</td>
<td>37.30</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>33.51</td>
<td>33.62</td>
<td>33.59</td>
<td>33.61</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>22.57</td>
<td>22.58</td>
<td>22.59</td>
<td>22.69</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>36.47</td>
<td>36.68</td>
<td>36.64</td>
<td>36.64</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>32.71</td>
<td>32.97</td>
<td>32.92</td>
<td>32.92</td>
</tr>
<tr>
<td>3</td>
<td>15</td>
<td>30.78</td>
<td>30.98</td>
<td>30.96</td>
<td>30.96</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>29.40</td>
<td>29.57</td>
<td>29.54</td>
<td>29.55</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>22.76</td>
<td>22.89</td>
<td>22.90</td>
<td>22.99</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>37.08</td>
<td>37.10</td>
<td>37.04</td>
<td>37.04</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>33.45</td>
<td>33.43</td>
<td>33.40</td>
<td>33.44</td>
</tr>
<tr>
<td>3</td>
<td>15</td>
<td>31.52</td>
<td>31.47</td>
<td>31.47</td>
<td>31.50</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>30.17</td>
<td>30.10</td>
<td>30.09</td>
<td>30.13</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>23.98</td>
<td>23.81</td>
<td>23.79</td>
<td>23.94</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>38.61</td>
<td>38.64</td>
<td>38.57</td>
<td>38.60</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>35.49</td>
<td>35.52</td>
<td>35.47</td>
<td>35.52</td>
</tr>
<tr>
<td>5</td>
<td>15</td>
<td>33.74</td>
<td>33.69</td>
<td>33.67</td>
<td>33.75</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>32.41</td>
<td>32.27</td>
<td>32.27</td>
<td>32.35</td>
</tr>
<tr>
<td>6</td>
<td>100</td>
<td>24.51</td>
<td>24.31</td>
<td>24.29</td>
<td>24.49</td>
</tr>
</tbody>
</table>

TABLE III

PSNR VALUES FOR DENOISING FOR OUR ALGORITHM USING 64 × 64, 81 × 81, AND 121 × 121 DOUBLY SPARSE TRANSFORMS AT $\sigma = 20\%$. OUR RESULTS ARE COMPARED WITH THOSE OBTAINED USING A 64 × 64 UNSTRUCTURED TRANSFORM, AND A 64 × 256 OVERCOMPLETE K-SVD DICTIONARY [35]. THE BEST PSNRs ARE MARKED IN BOLD. THE IMAGES NUMBERED 1 THROUGH 6 CORRESPOND TO BARBARA, CAMERAMAN, COUPLE, MAN, HILL, AND LENA, RESPECTIVELY.

Next, we compare the denoising performance of the doubly sparse transforms to the unstructured transform. The 64 × 64 doubly sparse transform denoises almost identically to the 64 × 64 unstructured transform for most images (barring Cameraman). In fact at $\sigma = 100$, it denoises slightly better than the unstructured version (on an average). Thus, the lower parametrization of the doubly sparse transforms prevents overfitting to noise. Furthermore, on comparing the best denoising PSNRs provided by doubly sparse transforms of all sizes with those of the 64 × 64 unstructured transform (for each image and noise level), we obtain an average PSNR improvement of 0.0913 dB for the doubly sparse transforms. The 121 × 121 doubly sparse transform, although larger than the 64 × 64 unstructured transform still has fewer free parameters than the latter. Thus, doubly sparse transforms with fewer parameters provide better denoising than unstructured transforms.

Turning to Table IV, we can also ascertain the computational advantages of doubly sparse denoising. Table IV lists the average speedups over K-SVD for the various transform-based denoising schemes. For each image and noise level, the ratio of the run times of K-SVD denoising and transform-based denoising is computed, and the speedups are averaged over the images at each noise level.

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>Unstructured $(n = 64)$</th>
<th>Doubly Sparse $(n = 64)$</th>
<th>Doubly Sparse $(n = 81)$</th>
<th>Doubly Sparse $(n = 121)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>4.8</td>
<td>18.0</td>
<td>11.6</td>
<td>5.6</td>
</tr>
<tr>
<td>10</td>
<td>3.3</td>
<td>13.8</td>
<td>9.1</td>
<td>4.3</td>
</tr>
<tr>
<td>15</td>
<td>1.7</td>
<td>7.5</td>
<td>5.0</td>
<td>2.3</td>
</tr>
<tr>
<td>20</td>
<td>1.2</td>
<td>5.6</td>
<td>3.7</td>
<td>1.7</td>
</tr>
<tr>
<td>100</td>
<td>3.0</td>
<td>6.4</td>
<td>4.9</td>
<td>3.0</td>
</tr>
</tbody>
</table>

TABLE IV


It is clear that both unstructured and doubly sparse transforms provide speedups over K-SVD. While the 64 × 64 unstructured transform provides a speedup of up to 4.8x over K-SVD, the speedups for the doubly sparse cases range up to 18x in Table IV. The speedups over K-SVD for specific images can be much higher. For example, for the Cameraman image at $\sigma = 5$, the run times for denoising with K-SVD, the 64 × 64 unstructured transform, 64 × 64 doubly sparse transform, 81 × 81 doubly sparse transform, and 121 × 121 doubly sparse transform are 15 minutes, 2.5 minutes, 35 seconds, 55 seconds, and 1.9 minutes, respectively, indicating a speedup of 25.7x for the 64 × 64 doubly sparse transform over K-SVD. The results of Table IV also indicate that the doubly sparse transform model scales well with patch size.

Now, combining the conclusions from Tables III and IV, we see that the 64 × 64 doubly sparse transform while denoising comparably to the unstructured one, is much faster (3.83x faster on average over all noise levels) than the latter. The 121 × 121 doubly sparse transform which denoises better than the 64 × 64 unstructured one, also does so more efficiently.

We show some doubly sparse denoising results in Figure 7, that illustrate the effectiveness of the proposed algorithm to denoise images.

All of our learnt transforms are well-conditioned (condition numbers 1-3). Poorly conditioned transforms were empirically observed to degrade denoising performance. Although we presented denoising results at 20% transform sparsity, the denoising performances are reasonable even at lower transform sparsities such as 10%, where the speedups over previous methods is even greater.

Comparison to Other Methods.

The recent overcomplete analysis-dictionary-based image denoising method of Yaghoobi et al. [46] was shown by the authors to denoise worse than K-SVD. Hence, we have only included the comparison to K-SVD here.

A method closely related to our proposed approach is the synthesis double sparsity method of Rubinstein et al. [50]. However, for 2D image denoising, it was shown by the authors in [50] (also confirmed in our own experiments with the author’s code [58]) that the synthesis double sparsity method, although faster than standard K-SVD [35], typically falls behind in denoising performance. Hence, we only compare to the (better) unconstrained K-SVD [35] in this work. Synthesis

$^{10}$We anticipate greater speedups with optimized implementation of sparse matrix operations.
double sparsity has been shown to be more beneficial for 3D applications such as 3D denoising [50]. We plan to study such applications in the near future. Note that the speedups over K-SVD shown in Table IV for the 2D image cases in this paper, can only increase, upon switching to 3D data. This is because the learning via K-SVD is significantly slower than transform learning (Section III-C) at larger problem sizes [17].

The denoising PSNRs presented for our algorithm can be further improved by optimal choice of parameters. Our experiments thus demonstrate the promise of learnt doubly sparse transforms in image denoising. The results with just the adaptive square transforms are comparable to, or better than with overcomplete dictionaries. Doubly sparse transforms denoise as well or better than unstructured transforms, but do so much faster.

We emphasize that the transforms considered in this work are only square transforms. We conjecture that the denoising performance of our algorithms would improve further and become comparable to the state of the art (for example [59]) with overcomplete and multiscale extensions of transform learning (similarly to the synthesis case [38]).

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we presented novel problem formulations for learning square doubly sparse transforms. The proposed formulations give rise to significantly sparse and well-conditioned transforms with better sparsification errors and recovery PSNRs than analytical transforms. Moreover, imposing the doubly sparse property leads to faster learning and faster computations with the sparse transform. The adapted doubly sparse transform has a reduced storage requirement and generalizes better than the ‘unstructured’ (or non-sparse) transform. We also introduced a novel problem formulation for image denoising and demonstrated the promise of adaptive transforms in this application, with results competitive with overcomplete K-SVD. Most importantly, denoising with doubly sparse transforms is much cheaper. The usefulness of doubly sparse transform learning in image compression and other applications merits further study.
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